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ABSTRACT: The absorption and emission spectra of dithiophene have been computed in different environments (gas phase, apolar, and polar solvents) and at different temperatures, including Duschinsky, temperature and solvent effects at full ab initio level, and considering the anharmonicity of the double well potential associated with the inter-ring torsional mode. The computed spectra are in very good agreement with the experimental ones, allowing for a complete assignment of the main vibrational features. Five different density functionals (BLYP, B3LYP, CAM-B3LYP, BHLYP, and PBE0) have been tested, and CAM-B3LYP and PBE0 are the most accurate.

1. INTRODUCTION

Polythiophenes have attracted considerable interest for their use and their potentialities in several applications in organic electronics, solar cells, and nonlinear optics.1−3 A deeper understanding of the factors modulating their optical properties and the shape of their absorption and emission spectra is critical for interpreting the available experimental results,4−12 especially those concerning more complex supramolecular systems,13 and for designing new materials with purposely tailored properties. In this respect, oligothiophenes have been extensively studied as model for polythiophenes, and they have also been used in several electronic devices.2,3 Several interesting papers have been devoted to the computation of vibrationally resolved optical spectra of oligothiophenes, providing very useful information on the chemical-physical effects ruling the observed line shape.14−24 On the other hand, most of the approaches applied up to now14−18,22 rely on the use of some empirical parameters (e.g., to include the effect of the temperature on the spectra) and/or neglect the Duschinsky effect. Besides decreasing the accuracy of the computed spectra, these limitations can sometimes prevent a quantitative assignment of the experimental spectra. Just to make an example, in the following we show that without including the Duschinsky effect and considering the frequency shifts associated with the electronic transition (i.e., that normal modes and frequencies in the ground and in the excited state can be different), it is not possible to firmly assign the vibrational modes contributing to the different peaks of the low-temperature excitation spectrum of oligothiophenes.6,12 We have therefore re-examined the optical spectra in solution of oligothio-phenes, exploiting recent advances in the calculation of vibrational spectra by time-independent methods44−54 and in the inclusion of solvent effects by continuum models, as the Polarizable Continuum Model (PCM). The cornerstones of our approach will be as follows: (i) complete characterization of the excited state minima and vibrational frequencies at the TD-DFT level, (ii) inclusion of the Duschinsky effect, (iii) nonempirical treatment of temperature effects, (iv) accurate treatment of the effect of the changes in the molecular planarity associated with the electronic transition, (v) inclusion of solvent effect not only on the transition energies but also on the ground and excited equilibrium geometries and normal modes. As a first step we here report a thorough study of the absorption and emission spectra of dithiophene (T2, see Figure 1) in different environments (gas phase, apolar solvent, polar solvent) and at different temperatures. The computed spectra are in very

Figure 1. Schematic drawing and atom labeling of dithiophene. The variation in the bond lengths and in the bond angles associated with the $S_0 \rightarrow S_1$ electronic transition (CAM-B3LYP/6-31G(d) calculations) is also shown.
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2. COMPUTATIONAL DETAILS

2.1. Electronic Calculations. DFT calculations have been employed to compute ground state minima and vibrational frequencies, whereas for the S1 excited state we resorted to Time-Dependent (TD) DFT calculations, for which analytic gradients are available, followed by numerical calculation of the Hessian. We have compared the performances of 5 different density functionals, namely the gradient corrected BLYP functional, hybrid functionals with different ratio of HF exchange, i.e. B3LYP (20% of HF exchange), PBE0 (25% of HF exchange), and BHLYP (50% of HF exchange) and the long-range corrected CAM-B3LYP functional. In our calculations we have used five different basis sets, namely the minimal 6-31G(d) and more extended 6-31+G(d,p) and 6-311+G(2d,2p) standard bases and two large Dunning’s correlation consistent basis sets augmented with diffuse functions aug-cc-PVTZ and aug-cc-PVQZ.

Bulk solvent effects have been included by the PCM model, resorting to the standard implementation of PCM/TD-DFT, based on the Linear Response theory (LR-PCM/TD-DFT), for which analytical gradient are available, for excited state geometry optimizations and normal modes calculations, while transition energies have been computed also at the State-Specific (SS-PCM/TD-DFT) level. Excited state geometry optimizations have been performed in the nonequilibrium (neq) time regime, in order to avoid the overestimation of the transition intensity typical of LR-PCM calculations in the equilibrium time-regime (eq). In any case, we have performed some test excited state geometry optimizations in hexane and dioxane; also at the the solvent eq level. The S1 frequencies differ by less than 1 cm\(^{-1}\) from that obtained at the neq level, indicating that our results are not affected by the choice of the time-regime used in the geometry optimizations. In equilibrium PCM calculations the ‘static’ dielectric constants at room temperature have been used: namely 1.88 for hexane, 2.20 for dioxane, and 37.21 for dimethylformamide. In nonequilibrium calculations the dielectric constants at optical frequency \((\epsilon_{opt} = n^2, n \text{ is the refraction index})\) have been used, namely 1.89 for hexane, 2.02 for dioxane, and 2.04 for dimethylformamide. The effect of the temperature on the dielectric constants has not been considered.

All the calculations have been performed by using the Guassian09 package.

2.2. Calculation of the Vibronic Spectra. Due to the brightness of the \(S_0 \leftrightarrow S_1\) transition, Franck–Condon (FC) approximation is adequate to the computation of the vibrational structure associated with the absorption and emission spectra. To perform such computations it was necessary to build up a model of the \(S_0\) and \(S_1\) PES. As a starting point we defined harmonic Potential Energy Surfaces (PES) for \(S_0\) and \(S_1\), allowing for Duschinsky rotation of normal coordinates and adopting the so-called Adiabatic Hessian (AH) scheme. To that end we located \(S_0\) and \(S_1\) minima and computed the set of normal coordinates \(Q^{(0)}\) and \(Q^{(1)}\) for both the states \((i = 0, 1\) for \(S_0\) and \(S_1\) respectively). The Duschinsky relation holds

\[
Q^{(0)} = JQ^{(1)} + K
\]

where \(J\) is the rotation matrix, and \(K\) is the vector of the displacements of equilibrium positions along modes \(Q^{(0)}\).

The \(S_0\) surface shows marked anharmonicity along the central CC bond torsion \(\phi\). Therefore for \(S_0\) we characterized both the global nonplanar minimum and a low-energy transition state at planar configurations, computing their structures and Hessians. The planar stationary point exhibits an imaginary frequency along the \(Q^{(0)}\) mode corresponding to a motion along \(\phi\), and, to reliably describe temperature effects in absorption and emission, it is necessary to undergo an anharmonic description of the \(\phi\) vibrational states. Hazra and Nooijen proposed a computational scheme to deal with double-well profiles, based on the calculation of a one-dimensional (1D) profile of the PES along the imaginary-frequency mode. \(^{32}\) This method is attractive inasmuch it can describe Duschinsky mixings of the imaginary frequency mode with the other modes, through the usage of an “intermediate” harmonic basis set. Unfortunately, a rigid scan along \(Q^{(0)}\) Cartesian normal modes leads to an almost vanishing nonplanar minimum (more stable than the planar stationary point by \(\sim 2\) cm\(^{-1}\)), while the true global minimum is \(\sim 70\) cm\(^{-1}\) more stable, see below) that does not support any vibrational state. To properly describe the nonplanar minimum is therefore necessary to move to an internal coordinate description and express the torsional states with a suitable basis set. This treatment is much more affordable if the Duschinsky matrix \(J\) assumes a block-diagonal form and the dimension of the block of the modes including the imaginary-frequency mode is small (e.g., 2 or 3). We defined a first square-block “A” by starting from \(Q^{(0)}\) and individuating iteratively all the modes \(Q^{(0)}\) and \(Q^{(1)}\) in order that all the \(S_0\) (\(S_1\)) modes in the block are projected on the \(S_1\) (\(S_0\)) modes by more than \(1-\epsilon\), where \(\epsilon\) is a convenient small number. Block “B” contains the remaining modes. Strict block-diagonalization is then obtained by setting \(J_{ij} = 0\) if \(i \in A\) and \(J \neq B\) or vice versa, and the Duschinsky matrices of each block \(J_{ij}\) are reorthogonalized according to Löwdin \(J_{ij} = J_{ij}J_{ji}^{-1/2}\) with \(C = A, B\).

Once \(J\) is in block-diagonal form, the FC spectrum line shape of the molecule \(\sigma(\omega, T)\) at temperature \(T\) can be simply computed as a convolution of the two line shapes \(\sigma^c(\omega, T)\) and \(\sigma^g(\omega, T)\)

\[
\sigma^c(\omega, T) = \sum_i \sum_j \rho_i FC_i(i, j) g(\omega - \omega_i, \gamma)
\]

\[
\sigma(\omega, T) = \int \sigma^c(\omega - \omega', T)\sigma^g(\omega', T)d\omega'
\]
where \( i \) and \( j \) are the initial and final vibrational states, \( \omega_{ij} \) is their energy difference, \( p \) is the thermal population of state \( i \), and \( g(\omega,\gamma) \) is a normalized line shape (in the following we adopt a Gaussian) with a width \( \gamma \). A spectrum \( S(\omega) \) directly comparable with experiments (if reported in the frequency domain) can be obtained from eq 4 setting \( k = 1,3 \) for absorption and emission respectively, and giving to constant \( C \) the proper value to get the spectrum in suitable units (for example the absorption spectrum in terms of molar extinction coefficient \( e(\omega) \)).

We anticipate that we were able to define a block of dimension 1 (1D) including only the imaginary frequency mode \( Q^0 \). For future convenience we label this block anharmonic “ah” and harmonic “har” the remaining (3N-7)D block. To describe the \( \phi \) torsional states with a curvilinear coordinate we simply identified \( Q^0 \) with \( \phi \) for very small displacements and assumed that the coupling of \( \phi \) with the 3N-7 harmonic modes remain vanishing (as it is at \( \phi = 0 \)) in all the relevant region of \( \phi \). Therefore we computed the \( S_0 \) and \( S_1 \) 1D energy profiles along \( \phi \) through a rigid scan from \( \phi = 0^\circ \) to \( \phi = 180^\circ \) with steps of 1 degree at the CAM-B3LYP/6-31G(d) level of theory in the gas phase. The 3N-7 remaining degrees of freedom were frozen at the values they have in the planar stationary point. This approximation, that might be rather crude to investigate the details of very high-resolution spectra, is considered acceptable for the description of broadening effects in room-temperature spectra. The 1D profiles were fitted to the following cosine expansion

\[
V'(\phi) = \sum_{p=0,p \neq 0}^{7} \frac{V_p}{2} (1 - \cos p\phi)
\]

where \( i = 0,1 \) identifies the ground or excited PES, respectively. The 1D Hamiltonian was expressed as

\[
H'(\phi) = -B_0 \frac{d^2}{d\phi^2} + V'(\phi)
\]

where \( B_0 \) is the internal rotation constant \( B_0 = \hbar^2 / (2I_{\text{rot}}) \) and the reduced moment of inertia \( I_{\text{rot}} \) was computed as \( I_{\text{rot}} = I_1I_2 / (I_1 + I_2) \), and where \( I_1 \) and \( I_2 \) are the moments of inertia with respect to the central bond axis of the two halves of the molecule bridged by the central bond.

Anharmonic eigenfunctions \( \{ \psi^i \} \) were computed by solving the secular equation \( \mathbf{H}^C C' = C' \mathbf{E} \) on a basis of sines and cosines \( 1 / (2\pi)^{1/2}, \) \( \cos n\phi / \sqrt{n} = 1, N_{\text{max}} \), (sin \( n\phi / \sqrt{n} = 1, N_{\text{max}} \)); the 1D FC overlaps \( \mathbf{F}^\text{C\text{a\text{nd}}}_{ij} \) were obtained by projecting the \( \{ \psi^i \} \) eigenstates onto the \( \{ \psi^j \} \) ones \( \mathbf{F}^\text{C\text{a\text{nd}}}_{ij} = \mathbf{C}^j \mathbf{C}^i \). This approach is analogous to what was already employed for the torsional degree of dithiophene in ref 55. The absorption and emission line shape for torsion at 300 K was also approximated, their energy differences along \( \phi \) were obtained by projecting the \( \{ \psi^i \} \) and \( \{ \psi^j \} \) eigenstates onto the \( \{ \psi^\text{PES} \} \) ones \( \mathbf{F}^\text{C\text{a\text{nd}}}_{ij} \) were computed by solving

\[
\mathbf{F}^\text{C\text{a\text{nd}}}_{ij} = \mathbf{C}^j \mathbf{C}^i \mathbf{C}
\]

Table 1. Lowest Energy Vertical Absorption (\( \nu_A \)) and Emission (\( \nu_E \)) Energies (in eV) Computed for T2 in the Gas Phase by Using Different Functionals and Basis Sets

<table>
<thead>
<tr>
<th>TD</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM-B3LYP</td>
<td>4.50(0.41)</td>
<td>4.34(0.39)</td>
<td>4.30(0.37)</td>
</tr>
<tr>
<td>BLYP</td>
<td>4.35(0.42)</td>
<td>4.18(0.41)</td>
<td>4.13(0.38)</td>
</tr>
<tr>
<td>B3LYP</td>
<td>3.60(0.43)</td>
<td>3.44(0.42)</td>
<td>3.39(0.39)</td>
</tr>
<tr>
<td>PBE0</td>
<td>4.26(0.42)</td>
<td>4.11(0.41)</td>
<td>4.07(0.38)</td>
</tr>
<tr>
<td>BHLYP</td>
<td>4.16(0.44)</td>
<td>4.00(0.44)</td>
<td>3.95(0.39)</td>
</tr>
<tr>
<td>B3LYP</td>
<td>3.58(0.44)</td>
<td>3.42(0.43)</td>
<td>3.37(0.40)</td>
</tr>
<tr>
<td>BLYP</td>
<td>4.55(0.42)</td>
<td>4.39(0.40)</td>
<td>4.34(0.37)</td>
</tr>
<tr>
<td>B3LYP</td>
<td>4.40(0.43)</td>
<td>4.22(0.41)</td>
<td>4.17(0.38)</td>
</tr>
<tr>
<td>BLYP</td>
<td>3.62(0.44)</td>
<td>3.45(0.43)</td>
<td>3.40(0.40)</td>
</tr>
<tr>
<td>BLYP</td>
<td>4.03(0.42)</td>
<td>3.86(0.42)</td>
<td>3.82(0.38)</td>
</tr>
<tr>
<td>B3LYP</td>
<td>3.72(0.41)</td>
<td>3.40</td>
<td>3.55(0.41)</td>
</tr>
</tbody>
</table>

\*Planar minimum. Basis sets: I = 6-31G(d); II = 6-31+G(d,p); III = 6-311+G(2d,2p). Exp. 0-0 jet expansion 3.86 eV. (J. Phys. Chem. 1994, 98, 12893) CASPT2 results: 3.99–4.1 eV. Oscillator strengths are given in parentheses, 0-0 transition energies are given in bold.

We fitted the histogram with an analytical function to obtain a smooth line shape (we adopted a biexponential which provides very accurate fits; the accuracy deteriorates remarkably by adopting a monoeponential).

The relevant FC overlaps of the har block were obtained by standard recurrence formulas and an effective preselection scheme developed in our group and implemented in the freely available code FClasses. This approach is somewhat similar to what was done already reported by Heimel et al. for oligo-(para-phenylenes), where however, Duschinsky effects in the (3N-7)D block were neglected (\( J = 1 \) in eq 1) and technically the eigenstates of the torsional Hamiltonian in eq 6 were computed on a discrete grid of points (and not expanded on a basis set), and by Borrelli and Peluso for ethylene, expressing all the 3N-6 normal coordinates in terms of internal coordinates (see also ref 57) and adopting a finite Fourier series (equivalent to our sine and cosine series) to expand the torsional eigenstates.

3. RESULTS

3.1. Dithiophene in the Gas Phase. We have optimized the geometry of T2 in the gas phase by using different functionals (PBE0, CAM-B3LYP, BHLYP) and different basis sets (see Tables 1 and 1 in the SI). Confirming previous analysis (see ref 58 and references therein) all the density functionals predict that the absolute minimum is not planar, with the two thiophene rings forming a dihedral angle of \( \sim 25^\circ \) (see Figure 1). This estimate is close to that computed in previous studies and to the experimental estimate (\( \sim 21^\circ \)). In any case, the energy barrier associated with the \( \phi \) variation in the gas phase is small, and accordingly the energy profile is very flat as indicated by the low-frequency associated with \( \phi \) torsion. Its CAM-B3LYP/6-311+G(2d,2p) estimate in the nonplanar minimum level is 35 cm\(^{-1}\), but it is rather insensitive to the level of the computation, fully consistent with the experimental
value measured in jet-cooled conditions (25 cm⁻¹)⁶ considering the error due to the use of the harmonic approximation.

It has indeed been suggested that, when embedded in a organic glass at very low temperature, T2 is planar already in the S₀ minimum.²²,⁵⁹ Our analysis of the temperature dependence of the spectra, reported in the following sections, supports this hypothesis, though it is reasonable to assume that the shape of the PES along φ is much shallower than in S₁.

Therefore we have also optimized S₀ under planarity constraint, and, whenever not otherwise specified, the spectra have been computed modeling the S₀ PES as a quadratic with minimum at the S₀ planar minimum. This latter is very close in energy to the absolute minimum (the energy difference being <100 cm⁻¹) and features only one very low imaginary frequency (see Table 1 in the SI).

The most significant geometry shifts associated with the S₀→S₁ (corresponding to a HOMO→LUMO excitation) electronic transition are given in Figure 1. In line with the bonding/antibonding character of the molecular orbitals (MOs) involved in the transition, they involve the decrease of the C₂C₂ antibonding character of the molecular orbitals (MOs) involved in the transition are given in Figure 1. In line with the bonding/antibonding character of the molecular orbitals (MOs) involved in the transition, they involve the decrease of the C₂C₂ bond distance (suggesting a partial double-bond character on S₁) and the increase of the C₂C₃ and C₂C₃ bond lengths. As already discussed, in S₁ minimum T2 adopts a planar geometry with a larger frequency than in S₀ (73 cm⁻¹ according to CAM-B3LYP/6-311+G(2d,2p) calculations), associated with the rotation around φₛ in line with the partial double-bond character of the C₂C₂ bond.

3.2. Optical Spectra in the Gas Phase: The Effect of the Functional. As a first step we have computed the vertical excitation (ν_A from the S₀ minimum) and emission (ν_D from the S₁ minimum) energies for T2 in the gas phase, by using 5 different functionals. The results obtained by using three different basis sets on the 6-31G(d) optimized geometry are reported in Table 1, while Figure 2 shows the spectra computed at the 6-31G(d) level with the experimental one. Inspection of Figure 1 and of Table 2 of the SI (where the ν_A computed at the aug-cc-PVQZ//6-31G(d) level are also reported) indicates that the 6-31+G(d,p) results are close to the converged ones.

Before proceeding in our analysis, it is worth noting that our computations predict that the second bright state of dithiophene (S₂) is ~1.2–1.3 eV higher in energy than S₁: ν_A(S₂) is 5.18 eV and 5.54 eV according to TD-PBE0/6-311+G(2d,2p)//PBE0/6-31G(d) and TD-CAM-B3LYP/6-31+G(2d,2p)//CAM-B3LYP/6-31G(d) calculations, respectively, and its oscillator strength with S₀ is ~ three-times smaller. The S₀→S₁ energy profiles along φ in the aug-cc-PVQZ//6-31G(d) level are shown in the SI. Our estimates are in good agreement with the experimental spectra providing a peak at 5.1 eV, whose oscillator strength (0.13) is significantly smaller than that of the S₀→S₁ transition.

3.3. High-Resolution Spectra in the Gas Phase: Comparison with the Experiments. Experimental high resolution emission spectra are available for T2 both in jet-cooled beam⁵⁻⁶ and in hexane matrix at 4 K¹² allowing for interesting comparison with our calculations. The former spectrum is not well resolved, but it can be more directly compared to our gas phase calculations. The latter is more resolved, but, besides being affected also by intermolecular interactions with the glass matrix, it lacks the 0→0 transition. As a consequence, we shall consider both experimental spectra in our analysis. As stated above, the planar S₀ minimum is used for computing the spectra.

In order to qualitatively compare the performances of the different functionals, we start by comparing the stick emission spectra computed at the 6-31G(d) level with the experimental spectra obtained in hexane glass (see Figure 2 in the SI).
Confirming the conclusion of our analysis of the absorption spectrum, all the functionals examined qualitatively well reproduce the experimental line shape. The most significant quantitative discrepancies concern the relative height of the different peaks and the overestimation of the energy of the peaks with frequency $>1000$ cm$^{-1}$ (especially at the BHLYP level), which mainly depends on the small size of the basis set employed (see below). Also in this case, BLYP exhibits the worst performances, since the frequency of the strong feature around 1500 cm$^{-1}$ is underestimated already at the 6-31G(d) level while the intensity of the peak at $\sim700$ cm$^{-1}$ is significantly exaggerated. Actually, the most significant differences between the different functionals concerns the relative height of the features at $\sim1500$ cm$^{-1}$ and that at $\sim700$ cm$^{-1}$. Some functionals, such as CAM-B3LYP, predict that the former is significantly more intense, whereas others, such as PBE0 and B3LYP, predict that those peaks have similar intensities. On the other hand, the relative height of these features strongly depends on the experimental conditions, as shown by the data of Table 2, where we have reported the frequencies and the relative height with respect to the 0–0 transition of the fluorescence spectrum of jet-cooled T2, estimated on the ground of Figure 5 of ref 6. While in supersonic-jet the peaks at $\sim1500$ cm$^{-1}$ and at $\sim700$ cm$^{-1}$ have similar intensities, in hexane matrix the former is twice more intense, probably indicating an increase/decrease of the displacement of $S_0$ and $S_1$ equilibrium geometries along the former/latter mode. The two sets of experimental frequencies are instead very similar, within the uncertainty inherent to the procedure we have used to estimate the experimental values. On the balance, the computed spectra are very accurate, since all the main features of the experimental spectra are correctly reproduced. The frequencies computed at the 6-31G(d) level are shown to be significantly overestimated. On the other hand, when a larger basis set is used and anharmonic corrections are included, the computed frequencies are close to the experimental ones (without using any scaling factor), the average deviation for the 8 lowest energy main peaks being $\sim13$ cm$^{-1}$ (CAM-B3LYP calculations), as confirmed by Figure 3 where the computed spectra are compared with the experimental one.

On the ground of the good agreement between computed and experimental spectra, we can more confidently proceed to assign the main feature of the experimental spectrum, based on CAM-B3LYP/6-311+G(2d,2p) calculations (see Figure 3 for the labeling of the different peaks and Figure S4 in the SI for a schematic description of the relevant vibrational modes, which are labeled in the order of increasing frequency).

1. The peak A at $\sim300$ cm$^{-1}$ corresponds to the fundamental of $S_0$ mode $\nu_1^{0}$, which can be described as a global breathing mode of T2, leading to variation of the SC2C2’ angles and the SC3’ and S’C3 distances.

2. The peak B at $\sim390$ cm$^{-1}$ is the fundamental of $S_0$ mode $\nu_1^{0}$, namely a variation of the C3C2C2’ bond angle.

3. The peak C at $\sim690$ cm$^{-1}$ is due to the fundamental transition of $S_0$ mode $\nu_1^{0}$, breathing modes of the two rings.

4. The peak D at $\sim760$ cm$^{-1}$ is the fundamental of $S_0$ mode $\nu_1^{0}$, characterized by strong contributions from C4C3C2 and C4’C3’C2’ bendings.

5. The peak E at $\sim1460$ cm$^{-1}$ is the fundamental of $S_0$ mode $\nu_1^{0}$ which corresponds to CC double bond stretchings, with main components on C4C5 and C4’C5’ stretchings coupled to the C2C2’ one.

6. The peak F at $\sim1570$ cm$^{-1}$ also corresponds to the fundamental of a mode that is a combination of CC double

---

**Table 2. Comparison with the Main Vibrational Features of the Emission Spectrum of T2, According to Different Computational Approaches, and the Experimental Results**

<table>
<thead>
<tr>
<th>band</th>
<th>S$_0$ mode</th>
<th>PBE0</th>
<th>CAM-B3LYP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I</td>
<td>I</td>
</tr>
<tr>
<td>A</td>
<td>$\nu_1^{0}$</td>
<td>297(0.12)</td>
<td>296(0.16)</td>
</tr>
<tr>
<td>B</td>
<td>$\nu_2^{0}$</td>
<td>384(0.37)</td>
<td>384(0.39)</td>
</tr>
<tr>
<td>C</td>
<td>$\nu_3^{0}$</td>
<td>695(0.55)</td>
<td>694(0.50)</td>
</tr>
<tr>
<td>D</td>
<td>$\nu_4^{0}$</td>
<td>762(0.18)</td>
<td>759(0.23)</td>
</tr>
<tr>
<td>E</td>
<td>$\nu_5^{0}$</td>
<td>1529(0.51)</td>
<td>1543(0.74)</td>
</tr>
<tr>
<td>F</td>
<td>$\nu_6^{0}$</td>
<td>1636(0.26)</td>
<td>1652(0.38)</td>
</tr>
<tr>
<td>G</td>
<td>$\nu_7^{0}$</td>
<td>1914(0.19)</td>
<td>1927(0.28)</td>
</tr>
<tr>
<td>H</td>
<td>$\nu_8^{0}$</td>
<td>2224(0.30)</td>
<td>2237(0.39)</td>
</tr>
<tr>
<td>I</td>
<td>$\nu_9^{0}$</td>
<td>297(0.12)</td>
<td>296(0.16)</td>
</tr>
</tbody>
</table>

$^a$Reference 12. $^b$Estimated from ref 6. $^c$Frequencies corrected for anharmonicity according to ref 70. $^d$More than one contribution. Relative intensities are given in parentheses. A schematic description of the vibrational modes ($\nu_x^{0}$, $x$ being the number of the mode in order of increasing frequency) associated with the peaks can be found in the SI.
Table 3. Description of the Main Vibrational Features of the Absorption Spectrum of T2, According To Different Computational Approaches

<table>
<thead>
<tr>
<th>band</th>
<th>$S_0$ mode</th>
<th>PBE0</th>
<th>GP I</th>
<th>GP II</th>
<th>GP III</th>
<th>desc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$\nu_1^{(1)}$</td>
<td>290(0.14)</td>
<td>288(0.15)</td>
<td>290(0.15)</td>
<td>289(0.24)</td>
<td>$\nu_1^{(0)}$ (0.99)</td>
</tr>
<tr>
<td>b</td>
<td>$\nu_1^{(1)}$</td>
<td>385(0.36)</td>
<td>386(0.36)</td>
<td>386(0.33)</td>
<td>386(0.44)</td>
<td>$\nu_1^{(0)}$ (0.99)</td>
</tr>
<tr>
<td>c</td>
<td>$\nu_1^{(1)}$</td>
<td>672(0.91)</td>
<td>672(0.97)</td>
<td>672(0.97)</td>
<td>673(0.98)</td>
<td>$\nu_1^{(1)}$ (0.87)+ $\nu_1^{(0)}$ (0.11)</td>
</tr>
<tr>
<td>d</td>
<td>$\nu_1^{(1)}$</td>
<td>715(0.06)</td>
<td>711(0.04)</td>
<td>712(0.04)</td>
<td>713</td>
<td></td>
</tr>
<tr>
<td>b+c</td>
<td></td>
<td>1057(0.32)</td>
<td>1058(0.34)</td>
<td>1058(0.32)</td>
<td>1060(0.42)</td>
<td></td>
</tr>
<tr>
<td>2c</td>
<td></td>
<td>1343(0.40)</td>
<td>1344(0.45)</td>
<td>1344(0.44)</td>
<td>1347(0.46)</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>$\nu_1^{(1)}$</td>
<td>1632(0.81)</td>
<td>1666(1.32)</td>
<td>1671(1.24)</td>
<td>1643(1.14)</td>
<td>$\nu_1^{(0)}$ (0.50)+ $\nu_1^{(0)}$ (0.38)</td>
</tr>
<tr>
<td>b+f</td>
<td></td>
<td>2017(0.31)</td>
<td>2052(0.45)</td>
<td>2057(0.46)</td>
<td>2030(0.54)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Ref 12. $^b$To describe the transitions and correlate absorption and emission bands, for each $S_0$ modes $\nu_x^{(0)}$ ($x$ being the number of the mode in order of increasing frequency) we indicate the $S_0$ mode it corresponds, by looking at the largest square elements of the Duschinsky matrix $J$ (given in parentheses) that identify the most similar $S_0$ modes. As an example absorption band $c$ is a fundamental of mode $\nu_2^{(0)}$, this mode is projected by 0.87 on $S_0$ mode $\nu_1^{(0)}$ and by 0.11 on $S_0$ mode $\nu_1^{(0)}$. The description is relative to GP I results. $^c$Frequency in cm$^{-1}$. Relative intensities are given in parentheses. Basis sets: I 6-31G(d), III (6-31+G(2d,2p)). GP = gas phase; HEX = hexane.

Figure 4. High resolution absorption spectrum computed in the gas phase and in DMF solution at 0 K for T2 by using the 6-31G(d) basis set. The height of the spectra has been normalized by imposing that the 0–0 transition has intensity = 1.

Table 4. Vertical Absorption ($\nu_A$) and Emission ($\nu_E$) Energies (in eV, Osc. Strengths Are Given in Parentheses) and 0-0 Transition Energy of T2 Systems in Different Environments, According to CAM-B3LYP/6-31G(d) Calculations

<table>
<thead>
<tr>
<th></th>
<th>gas phase</th>
<th>hexane</th>
<th>dioxane</th>
<th>DMSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR-PCM</td>
<td>SS-PCM</td>
<td>LR-PCM</td>
<td>SS-PCM</td>
</tr>
<tr>
<td>$\nu_A$</td>
<td>4.50(0.41)</td>
<td>4.40(0.49)</td>
<td>4.49(0.41)</td>
<td></td>
</tr>
<tr>
<td>$\nu_E$</td>
<td>4.35(0.42)</td>
<td>4.26(0.50)</td>
<td>4.33(0.42)</td>
<td></td>
</tr>
<tr>
<td>0–0$^a,b$ $\nu_A$</td>
<td>3.96</td>
<td>3.84</td>
<td>3.96</td>
<td></td>
</tr>
<tr>
<td>0–0$^a,b$ $\nu_E$</td>
<td>3.60(0.43)</td>
<td>3.46(0.51)</td>
<td>3.58(0.43)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Planar minimum. $^b$Without including zero-point energies. £SS-PCM/CAM-B3LYP/6-31+G(d,p) calculations in hexane, 4.17 eV, in the gas phase 4.18 eV. $^c$Planar minima have been considered for $S_0$.
associated with the variation of the dipole moment,\(^\text{36}\) does not reproduce the observed small red-shift: the dipole moment shift associated with the electronic transition in T2 is very small. For the planar minimum is zero by symmetry, and the very small changes with respect to the gas phase are due to quadrupolar effects. No significant shift is therefore expected in polar solvent (for example when going from hexane to DMF), as confirmed by the experimental results in methanol.\(^\text{7}\)

The transition energy could be affected by the polarizability of the embedding medium, and this effect is not expected to be accurately reproduced by standard implementation of a continuum model. Actually in LR-PCM calculations, solvent shift is proportional to the transition intensity,\(^\text{36,67}\) and this result can be put in relation with the effect of the change in the molecular polarizability associated with the electronic transition.\(^\text{67,68}\) Interestingly, LR-PCM/CAM-B3LYP calculations predict that in hexane \(\nu_A\) is red-shifted by \(\sim 0.1\) eV, in line with the experimental results.

The absorption and emission spectra computed in DMF at 0 K are compared with the low temperature experimental spectra in Figure 5. The computed spectra have been shifted in order to match the maximum of the experimental one, and this shift provides an estimate of the absolute error of our calculated transition energies. At the LR-PCM/CAM-B3LYP/6-31G(d) level, the computed absorption and emission spectra have been red-shifted by 0.065 and 0.075 eV, respectively. At the SS-PCM/CAM-B3LYP/6-31+G(d) level, the shifts are 0.20 eV for both absorption and emission. As a consequence, our calculations reproduce almost quantitatively the experimental Stokes shift. Although LR-PCM results are closer to the experimental ones, it is important to remind that extension of the basis set causes a red-shift by \(\sim 0.2\) eV of the computed \(\nu_A\). If this effect is taken into account, SS-PCM spectra would be almost superimposed to the experimental ones, while the LR-PCM spectra would be \(\sim 0.13\) eV red-shifted.

The most significant discrepancy between the computed and the experimental spectra concerns the relative intensity of the 0-0 peak in the absorption spectrum, whose intensity is noticeably underestimated by our calculations. This result is likely due to a slight overestimation of the geometry shifts associated with the electronic transition.

The analysis of the computed spectra indicate that, besides the 0-0 transition, the lowest energy feature of the absorption spectrum (1 in Figure 5), receives significant contribution from the fundamental of mode \(\nu^{(1)}_A\) (b peak in Figure 4) and of mode \(\nu^{(1)}_B\) (c peak in Figure 4 and in Table 3). The close lying shoulder (2') on the blue-side is due to a combination band with one quantum on modes \(\nu^{(1)}_B\) and \(\nu^{(1)}_C\), with a contribution from the (f+b) transition. Finally, the feature labeled as 3 in Figure 5 is mainly due to the first overtone of transition (f).

### 3.5. Double-Well and Temperature Effects

A reliable simulation of the temperature effects requires a proper treatment of the anharmonic effects along the torsion \(\phi\). The inset of the upper panel of Figure 6 shows the computed absorption profiles in the gas phase at the CAM-B3LYP/6-31G(d) level of theory, freezing all the other degrees of freedom at the geometry of the planar \(S_1\) minimum (different profiles considering as reference geometry \(S_0\) planar stationary point; \(S_0\) (central panel) and \(S_1\) (lower panel) lowest-energy eigenfunctions along \(\phi\), labeled by their energy in cm\(^{-1}\) with respect to the \(\phi = 0°\) energy.

![Figure 5](image-url)  
**Figure 5.** Absorption and emission spectra computed in DMF at 0 K for T2 at the PCM/CAM-B3LYP/6-31G(d) and PCM/PBE0/6-31G(d) levels, convoluting each transition by a Gaussian with HWHM 0.03 eV, compared with the spectra measured in ethanol glass at 77 K.

![Figure 6](image-url)  
**Figure 6.** Upper panel: \(S_0\) and \(S_1\) CAM-B3LYP/6-31G(d) energy profiles for a rigid rotation along \(\phi\) starting from the \(S_0\) planar stationary point; \(S_0\) (central panel) and \(S_1\) (lower panel) lowest-energy eigenfunctions along \(\phi\), labeled by their energy in cm\(^{-1}\) with respect to the \(\phi = 0°\) energy.
relevant for the spectra computed here, but their inclusion deteriorates the fit in the region of the bottom of the wells.

On the ground of these fits we computed the energy eigenfunctions of the Hamiltonian in eq 6 for $S_0$ and $S_1$. At the $S_0$ planar stationary point the rotational constant is $B_0 = 0.325$ cm$^{-1}$; in the vibrational calculations it has been considered independent of the geometry. The reliability of such an estimate of $B_0$ is supported by the fact that, as discussed in more detail in the following, adopting this value for $B_0$ and approximating $V^4(\phi)$ around the minimum $\phi = 0^\circ$ as a quadratic function one gets a harmonic frequency very close to what was computed by Gaussian 09 in Cartesian coordinates. The central and lower panels of Figure 6 report respectively the lowest six $S_0$ and $S_1$ eigenfunctions, plotted in the region $-50^\circ < \phi < 50^\circ$ and labeled with their energies in wavenumbers with respect to the PES energy at $\phi = 0^\circ$; the upper panel gives the $S_0$ and $S_1$ profiles in the same $\phi$ range. It is seen that the $S_1$ states closely resemble harmonic states with an effective frequency of $\approx 85$ cm$^{-1}$, which nicely agree with the 84.24 cm$^{-1}$ value computed by Gaussian 09 in Cartesian coordinates. At variance, the $S_0$ states show strong anharmonicities, and, as expected for a double-well profile, they are grouped in pairs of symmetric and antisymmetric states with an energy-splitting increasing with energy. The lowest states, below the barrier, are combinations of states localized in the wells, their probability density being maximum at $\phi \approx \pm 25^\circ$ and vanishing at $\phi = 0^\circ$; this feature has a strong impact on the spectra profile. In fact, the central panel of Figure 7 documents that absorption and emission line shapes along $\phi$ are drastically different, being the former much broader than the latter. Stick spectra have been convoluted with a Gaussian with HWHM = 0.005 eV, and the gap between the $S_1$ and $S_0$ energies at $\phi = 0^\circ$ was set to zero.

Already at $T = 1$ K absorption manifests a very long vibrational progression. The reason for that can be understood inspecting the eigenfunctions in Figure 6: because of the localization in the nonplanar wells, the lowest-energy $S_0$ states do not overlap significantly with the lowest-energy $S_1$ states; on the contrary they overlap with $S_1$ that extend in the region $\phi \approx \pm 25^\circ$ and therefore are characterized by a large number of quanta. At the increase of the temperature $S_0$ states above the barrier are populated too, with a maximum of probability density at $\phi \approx 0^\circ$; because of that they remarkably overlap with the lowest $S_1$ states, explaining the rise of a peak in the absorption spectrum at approximately zero frequency.

The lower panels in Figure 7 report the spectra of the $(3N-7)$D harmonic block. To separate this block from mode $Q_1$ (associated with $\phi$) we resorted to the block-diagonalization procedure outlined in Section 2.2, adopting a threshold $1\epsilon = 0.925$, which guarantees that the neglected Duschinsky couplings are weak. The spectra have been obtained convoluting the stick spectra with a Gaussian with HWHM = 0.02958 eV. Fully converged spectra at finite temperature for the harmonic block have been obtained by the prescreening method presented in ref 43. The temperature dependence is rather weak but, at variance with what happen for the anharmonic block, slightly more pronounced in emission than in absorption. The upper panels in Figure 7 give the spectra of the whole molecule obtained through convolution of the blocks’ spectra according to eq 4. Due to the fact that the convolution of two gaussians is still a Gaussian with a variance equal to the sum of the two, this spectrum is equivalent to what would have been obtained convoluting the stick spectra of the full-dimensionality $(3N-6)$D system with a Gaussian with HWHM = 0.03 eV. Emission spectrum strongly resembles the one of the $(3N-7)$D block and inclusion of $\phi$ spectrum only slightly broaden the vibrational structure, that is still discernible at $T = 300$ K. This is in agreement with experiment in dioxane, though the experimental spectrum appear less resolved than the computational counterpart. This might be due to inaccuracies in the simulation of the vibrational structure, as well as to an underestimate of the solvent inhomogeneous broadening, here simulated phenomenologically with a Gaussian with HWHM = 0.03 eV.

In agreement with experiment the absorption spectrum at $T = 300$ K is much broader than the emission one, and the vibrational structure of the $(3N-7)$D block is practically completely washed out by the $\phi$ spectrum. The same inaccuracies discussed above for emission probably explain the weak modulation (a reminiscence of the vibrational structure) in the computed absorption spectrum that is not seen in experiment.

To understand whether the drastically different broadening induced by the $\phi$ degree of freedom in absorption and emission at $T = 300$ K is a quantum phenomenon, i.e. if it requires a quantum description of the spectrum line shape $\sigma_\phi(\omega, T)$, we computed $\sigma_\phi(\omega, T)$ also according to the classical recipe described in Section 2.2. Figure 8 shows that the absorption and emission spectra at $T = 300$ K obtained computing $\sigma_\phi(\omega, 300K)$ either at the quantum or at the classical level are extremely similar, indicating that classical approximation describes the broadening phenomenon quite satisfactorily. The good performance of the classical approximation is
discussed in the SI where the quantum and classical line shapes \( \sigma_{Q}(\omega,300K) \) for absorption an emission are compared, and the classical probability densities for torsion (only trans isomer is considered) on the ground \( (P^{Q}(\phi,300K)) \) and excited state \( (P^{Q}(\phi,300K)) \) are given. It is clearly seen that the quantum and classical \( \sigma_{Q}(\omega,300K) \) are very similar for absorption, while modest differences exist for emission, where however the broadening introduced by torsion is negligible. The inspection of \( P^{Q}(\phi,300K) \) and \( P^{Q}(\phi,300K) \) clearly indicates that the different broadening of absorption and emission arises from the fact that, due to the different shape and width, \( P^{Q}(\phi,300K) \) samples a much larger portion of \( V^{Q}(\phi) - V^{Q}(\phi) \) than \( P^{Q}(\phi,300K) \) does. It is also remarkable that \( P^{Q}(\phi,300K) \) is extremely similar to the quantum Wigner distribution at 300 K \( (P^{Q}(\phi,300K)) \) obtained for an harmonic oscillator with \( \omega \approx 85 \text{ cm}^{-1} \) and to the exact quantum distribution obtained numerically from the anharmonic \( S_{Q} \) states, further corroborating the fact that all the \( \phi \) eigenstates on \( S_{Q} \) populated at room temperature are essentially harmonic. As a last comment it is worth noting that, clearly, the broadening induced by \( \phi \) degree of freedom in the absorption spectrum at \( T = 0 \text{ K} \) cannot be reproduced classically. Nonetheless, \( V^{Q}(\phi) - V^{Q}(\phi) \) is so steep (and large, \( \approx 0.12 \text{ eV} \)) around the minimum of \( V^{Q}(\phi) \) \( (\phi \approx 25^\circ \text{ degrees}) \) that even a classical distribution obtained with a fairly low temperature (few K degrees) is able to introduce a substantial broadening and a blue-shift in the absorption spectrum, as it happens at the quantum level (compare the shape and the maximum of the spectra in the top right and bottom right panels of Figure 7).

Due to the long progression exhibited by the \( \phi \) spectrum even at very low temperature, the T2 spectra at \( T = 1 \) and 77 K are predicted to be broad and without remarkable vibrational structure, in contrast with what was observed in ethanol at 77 K. Since, as we discussed above, the extent of the predicted broadening in the computed spectra naturally arises from the double-well profile of the \( S_{0} \) energy along \( \phi \), we are lead to conclude that such an energy profile is modified in ethanol at 77 K (melting point 159 K). In fact, due to the small energy differences of planar and nonplanar configurations in the gas phase, it is reasonable to assume that in the solvent matrix the planar configuration becomes favored with respect to the nonplanar one, since it occupies a smaller cavity. It is noteworthy that, assuming a planar \( S_{0} \) geometry and assigning to \( \phi \) an harmonic energy profile with a small real frequency, the thermal broadening of the spectrum at \( T = 77 \text{ K} \) is strongly reduced, providing spectra in much better agreement with the experimental ones in ethanol at the same temperature. In Figure 9 we report the spectra obtained at \( T = 77 \) and 300 K assigning to \( Q_{1}^{(0)} \) an harmonic frequency of \( \approx 30 \text{ cm}^{-1} \) obtained by fitting the \( S_{0} \) energy profile along \( \phi \) in Figure 6 to a parabola (The SI shows the spectrum computed adopting the absolute value of the imaginary frequency along \( Q_{1}^{(0)} \), i.e. \( 48 \text{ cm}^{-1} \)). Even in this case we made use of block-diagonalization in order to speed up the calculations, and we set a very high threshold \( 1-\epsilon = 0.99 \) (i.e., essentially block-diagonalization is exact) obtaining a 3D block encompassing the lowest-frequency three modes and a \( (3N-9) \)D block comprising the remaining modes. Notice that while the 77 K spectrum is in better agreement with experiment than what predicted accounting for the nonplanar minimum, the agreement with experiment at 300 K deteriorates, since the computed spectrum shows a marked residual vibrational structure (not very different from emission); the absorption maximum from \( T = 77 \text{ K} \) (planar \( S_{0} \)) to \( T = 300 \text{ K} \) (nonplanar \( S_{0} \)) is blue-shifted by \( \approx 1700 \text{ cm}^{-1} \), a value close to the experimental shift, i.e. \( 1300 \text{ cm}^{-1} \).

4. CONCLUDING REMARKS

In this paper we report the results of a thorough computational study of the absorption and emission spectra of dithiophene in different environments, from the gas phase to polar solvents. The vibrational structure of this prototype molecule has been simulated at zero and finite temperature without resorting to any empirical procedure. We took into account changes in the vibrational modes associated with the electronic transition (Duschinsky effect), increasing the accuracy of the computed spectra. Indeed, the relative intensity and the position of the high resolution emission spectrum are very well reproduced, and, when using a fairly large basis set and considering...
anharmonic corrections, the agreement between experimental and computed spectra is almost quantitative (the average deviation for the 8 lowest energy main peaks is ~13 cm⁻¹, CAM-B3LYP/6-311+G(2d,2p) calculations). While for the emission spectrum inclusion of the Duschinsky effect ‘simply’ leads to a more accurate determination of the relative intensity of the different peaks, it is necessary for a proper assignment of the absorption spectrum. We indeed show the Dushinsky mixings induces a splitting of some absorption stick bands reproducing experimental features not understandable with simpler models (like Diabatic Shift, AS) that neglect them. The remarkable effect of the temperature on the spectra has also been reproduced, by using a nonempirical procedure and properly treating the vibrational states associated with the ϕ torsion. Confirming previous suggestions, such an effect depends on the fact that the potential energy surfaces associated with the torsional inter-ring molecular modes are much more shallow in the ground electronic state than in the excited state. On the other hand, while in the gas phase the molecule is not planar, and the PES associated with the lowest frequency torsional modes exhibit a double well, separated by a very small barrier that nonetheless support localized states, our calculations suggest that the molecule, when embedded in a glass matrix, is planar also in the ground state. Indeed, including the effect of the double well at the anharmonic level leads to broad and unresolved spectra also at 1 K, in disagreement with the experimental results.

All the density functionals we have tested provide a good qualitative description of the absorption and emission spectra, but CAMB3LYP and PBE0 are the most accurate. In particular, the spectra computed at the SS-PCM/CAM-B3LYP/6-311+G(2d,2p) level in solution are practically superposable to the experimental ones. PCM/TD-DFT calculations allow for an accurate evaluation of Stokes shift in solution, though solvent effect is somewhat underestimated. An accurate evaluation of solvent effect on a transition involving a very modest shift of the electron density, especially in a nonpolar environment, requires indeed a quantum mechanical treatment of dispersive interactions, as those depending on the polarizability of the solute and of the solvent molecules, which are not considered in standard PCM calculations.

Overall the results here reported confirm that it is possible to obtain spectra directly comparable and in very good agreement with the experiment without resorting to any empirical parameter or ad-hoc scaling procedure, providing encouraging indications on the usefulness of fully ab initio approaches for the study of vibronic interactions in material science.

In this respect, the availability of fairly resolved spectra also in supramolecular complexes of technological interest increases the usefulness of a procedure able to provide accurate assignment of the vibrational features and to dissect all the chemical physical factors (intra- and intermolecular interactions, solvent, temperature) influencing the shape of absorption and emission spectra.
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